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Abstract- Disease prediction using machine learning approaches is one of the widely used 

applications in the healthcare industry. Due to people’s lifestyle and the environmental 

circumstances, health issues are increasing day by day. So, the early prediction of disease 

has become a very important part of our daily life. Besides that, the proper prediction of 

disease is a serious matter. This literature provides a survey on various machine learning 

algorithms in case of recognize the disease. These algorithms are trained from the symptoms 

of the user data. Efficacy of algorithms tested based on their accuracy in case of disease 

prediction ability. Several machine learning algorithms, like k-Nearest Neighbour (k-NN), 

Naive Bayes, Decision Tree, and Random Forest have been used on several real life dataset. 
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I. INTRODUCTION 

Machine learning is a subset of artificial intelligence (AI). It can learn from previous user-

provided data, which helps to make predictions. Machine learning-based models are widely used 

in a variety of real-world problems. It is used in various fields such as weather forecasting, facial 

recognition, disease prediction, and speech recognition. In this study, we analysed the 

performance of machine learning-based models for disease prediction 

 

Fig. 1: Diagram of General approach of Machine Learning 

Recognizing the appropriate disease from patient’s symptoms and history is not a simple task. 

However, healthcare problems can also be solved or simplified with machine learning techniques. 

Efficiently we can detect the disease using full machine learning concepts [5]. In [2] People 

always want to learn new things, especially since internet usage is increasing every day. When a 

problem occurs, many people will want to look it up on the web. Hospitals and doctors have less 

access to the Internet than the general public. When people get diseases, they don't have many 
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options. As a result, this device can be beneficial. Smart Health System is a project providing end-

user support. 

If someone has already contracted the disease, they will need to see a doctor, which is 

time-consuming and expensive. It can also be difficult for the user if the doctor or hospital cannot 

be contacted due to an unrecognised illness. Therefore, if the method described above can be 

performed with automated software that saves time and money, the process may be easier for the 

patient.    

Intelligent Healthcare System is a web-based program that predicts a user's illness based 

on symptoms. Datasets from various health-related websites were compiled for a smart health 

system. Consumers can determine possible illness based on the symptoms provided by online 

consulting. This document proposes a framework for enabling users to receive online health 

advice from intelligent health systems. Various symptoms and diseases were entered into the 

system. Users can share their symptoms and problems with the system. Next, analyse the user's 

Symptom to see if there is a disease associated with it. 

This article uses intelligent data mining techniques to infer the most reliable suspected 

diseases that may be associated with a patient's symptoms, and an algorithm (naive Bayesian) to 

reduce symptoms to probabilities. Not only does this method simplify the doctor's job, it also 

benefits the patient by providing the care they need as soon as possible.  

Currently, heart disease is mostly responsible for the number of deaths. Men are affected 

more in heart disease than women. Smoking and drinking habits are mostly responsible for that. 

Human life is primarily dependent on the function of the heart, because the heart supplies blood to 

all the organs of the body. Heart disease includes high blood pressure, heart attack, heart disease, 

and heart failure. For heart disease, it is necessary to predict disease at an early stage and start 

treatment early. Machine learning models bring an opportunity to detect heart disease. The study 

uses machine learning algorithms to predict heart disease early based on factors such as age, 

gender, and other algorithms such as blood pressure. 

This paper is organised as follows. Section 2 describes the literature survey. Section 3 

describes several algorithms of machine learning which have been used for disease prediction.  

 

II. LITERATURE SURVEY 

Researchers can predict particular chronic diseases in specified regions and communities. For synt

hetic data (synthetic data is a data format that mimics realworld patterns generated by machine lea

rning algorithms. Various sources spot synthetic data for different grounds) This system uses vario

usmachine learning algorithms like, k Nearest Neighbours, Decision Tree, Naive Bayes.  
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Fig. 2: Diagram of General approach of Machine Learning [4, 5] 

. Figure 2 shows a system based on various machine learning algorithms, which can be used to 

predict the most of the chronic diseases. The system uses structured data as inputs. This system is 

used by end users, patients, or other users. First, patients input all the syndromes they suffer from, 

and then these syndromes are input into the machine learning model. Then, depending on the 

syndrome, the best algorithm is applied to predict disease. The system displays the status based on 

the machine learning technology. A simple Bayesian algorithm used to predict the disease based 

on the symptoms of patients. A k-NN algorithm is used for classification. Logistic regression 

helps extract features with the most influential values. Decision trees algorithms used to divide 

large input sets into smaller pieces. The outcome of the system will be the disease predicted by the 

model.  

In [2][3], intelligent health systems are based on naive Bayes classifiers, which are used to classify 

diseases based on user feedback. In case of disease prediction, a web interface framework has 

been used. Machine Learning based system to accurately predict common diseases. The symptom 

dataset was imported from the UCI repository, which contains symptoms of many common 

diseases. The system incorporates the k-NN classifier to predict multiple diseases.  

 

III. METHODS 

Several machine learning algorithms are available. Some of the algorithms described in the 

context of disease prediction. 

 

k- Nearest Neighbour (k-NN): 

k-Nearest Neighbor(k-NN) [7] is a widely used machine learning algorithm. It is a simple, 

straightforward and versatile classification technique. Users predict illnesses in the healthcare 

system. The proposed method classifies disorders into several categories and uses symptoms to 

indicate which disease manifests. This is the best option for managing multiple jobs associated 

with a category. By specifying the nearest neighbor class, the k-NN classification algorithm 

predicts target specifications for new instances. The user must enter a value for 'k' and the best 

option depends on the information available [7]. 

The k-NN [1, 7] algorithm is a very simple technique and relatively easy to implement. 

This is a very useful method for solving classification problems. First, we need to choose a value 

for k (neighbors), then calculate the distance between the train (normal and disease sample) and 

test data points. After that, select those k neighbours which have minimum distance (in case of 

minimization problem). Finally, predict the class of test data point based on the selected k 

neighbour, whether it belongs to normal or disease sample class [7].  

Naive Bayes  

Naive Bayes [2] is a simple supervised learning model but highly effective predictive 

modelling rule. The term "naive" refers to the independence conjecture, allowing the joint 

probabilities to be decomposed into products of marginal probabilities. A naive Bayesian classifier 

might detect the presence of all other features independently of other items in the class. It is very 

much suitable for large data sets. Bayes' theorem provides a way to compute 𝑃(𝑏|𝑎) from𝑃(𝑏), 

𝑃(𝑎), and 𝑃(𝑎|𝑏). Consider the formula: 
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𝑃(𝑏 𝑣 𝑎) =  𝑃(𝑎 𝑣 𝑏)𝑃(𝑏)/𝑃(𝑎) 

 

Decision Tree 

A decision tree [8] is a non-parametric algorithm which can be used easily on huge real 

datasets without involving various parametric structures. It creates a framework that can be used to 

elegantly partition a large collection of datasets into smaller sets [3]. It can be helpful in disease 

prediction systems, because it classifies symptoms to reduce the complexity of the data set. 

Researchers also can use decision trees [3, 8] to develop prediction models for a target instance. 

They trained the model with the help of useful information which is hidden in the dataset. It is 

used to predict the disease based on the symptoms [8].   

In the caseof a large dataset, the decision tree [3, 8] algorithm works really well in 

considering accuracy. It is primarily used to solve classification problems in data mining. 

Basically, it is a tree structured classifier, where features of the real life datasets are described by 

internal nodes, decision rules are defined by branches and internal nodes show the outcome. 

Hence we have constructed the decision tree classifier model which is trained using the dataset in 

a shorter period by normalizing our data using standardization techniques known as case gradient 

descent. 

 

Random Forest 

The random forest [6] algorithm is one of the widely used machine learning algorithms. It is a 

supervised learning model that contains a number of decision trees on various subsets of the given 

dataset. The performance of this algorithm does not depend only on a single decision tree, because 

it takes the prediction from each tree and accurately predicts the final outcome. Various 

classification and regression problems are solved with the help of it. It combined various 

classifiers to solve real life complex problems. Substantial growth of its popularity due to several 

reasons like, the very short training time compared to other algorithms, high accuracy, overcoming 

the problem of over fitting and so on. 

The random forest [6] algorithm works in two phases. The first phase is to develop a 

random forest by combining decision trees. The second phase is to make predictions for each 

decision tree which is created in the first phase. In the case of each test data point, find all the 

predictions from each tree. Based on all predictions, assign the class for test data points. It is one 

of the most efficient methods for high-dimensional data modelling. It can handle missing values 

and continuous values and also provides higher accuracy than other machine learning based 

algorithms [5]. 

 

IV. CONCLUSION 

The primary motivation for disease prediction is to predict disease based on symptoms. It 

takes symptoms as input from the user and produces disease prediction output. Usage is simple. 

Users can use it anywhere in the world, if the models are fitted in a web application. Models can 

use several machine learning algorithms such as k-NN (k Nearest Neighbor), Naive Bayes, 

Decision Trees, Random Forest and so on. This research provides the summary on these 

algorithms. These algorithms should help future disease prediction software developers and 
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facilitate personalized patient care. 
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